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1 Conditional GANs and Data-to-Class Relations The goal of the discriminator in ACGAN is to classify the class of a given image and the sample’s authenticity. 
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Image Generation (synthesis) is the task of generating new images from an existing dataset. 
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We present two new metrics for evaluating generative models in the class-conditional image generation setting. 
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1 Conditional GANs and Data-to-Class Relations The goal of the discriminator in ACGAN is to classify the class of a given image and the sample’s authenticity. 
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We therefore introduce the continuous conditional GAN (CcGAN) to tackle (P1) and (P2). 
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Having shown the effectiveness of SR3 in performing natural image super-resolution, we go a step further and use these SR3 models for class-conditional image generation. 
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Conditional image generation is the task of generating new images from a dataset conditional on their class. We present a novel solution to the conditional image generation task that is stable to train, has a latent code representation, can be sampled from and results in accurate and diverse samples. 
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We conduct a review and classiﬁcation of existing approaches and perform a systematic comparison to ﬁnd the best way of estimating the conditional score. 
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